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8.1 Self-referential problems: Recursion 
 

recursive function: calls itself, see "factorial" example in the 
Java chapter 
 

recursive definition: the notion to be defined appears in the 
definition (but with some sort of simplification), see definition of 
the semantics of a propositional formula 
 

recursive solution of problems: sometimes possible if the 
problem involves some self-reference 
– careful analysis of the problem necessary! 
 
Example: The "Tower of Hanoi" game 
 

 



 
 
Recursive part: in steps 3.1 and 3.3 ! 
 

 
 
 
 
 
 



 
 

 
 
 
 
 
 
 
 
 



 
 

 
 
 
 
 
 



8.2 Search problems:  Backtracking 
 
Fundamental idea: 
If you look for something in an unknown environment, 
first go somewhere. If that what you are looking for is not 
there, go back and try it in another location. 
(Always keep book about what places you have already 
inspected!) 
 
Example: Mastering a maze 
 

 
 

 
 
 



 
 

 
 
 
 
 



In the picture, four situations of the algorithm are shown. 
The star marks the currently visited cell. 
"v" = visited 
 

 
 
 
 

 
 
 
 
 



 
 

 
 
 
 



 
 

 
 

 



8.3  Simulation of discrete events: The Monte-Carlo 
method 
 

In natural processes, often a very large number of 
objects or agents is involved. 
Examples: 
• sand particles in a sandstorm 
• individual fishes in a maritime ecosystem 
• cars in traffic flow 
• light particles (photons) in an optical system 
• speculators at the stock exchange ... 

 
If these processes are to be simulated, it makes often 
sense to follow the fates of a much lower number of 
randomly selected representatives. 
If the distribution of their parameters is the same (or 
similar) to that of the total set of objects or agents, 
conclusions can be drawn to the outcome of the 
process. 
Because random parameters are involved: name "Monte-Carlo 
method" after the famous casino. 
 
Example: Simulation of light interception and reflection in 
a virtual forest stand 
- generate representative photons with random initial position 
and follow them through the stand ("photon-tracing"). 
 

 



Attention:  
initial distribution of position in the sky (solar positions) 
and direction (inclusion of diffuse radiation?) should be 
realistic  
– not a trivial task  
(but more a question of astronomy, geography and meteorology than 
computer science) 
 
Technical question: How to generate random positions 
or directions? 
 
More simple version of this problem: 

 
 

 



 
 
in Java: see http://www.cs.geneseo.edu/~baldwin/reference/random.html. 
 

 



8.4  Graph algorithms 
 
What is a graph in computer science? 
 

– a structure consisting of nodes and arcs which connect 
some of these nodes 
 

More precisely: 

 
 

 
  5. Food web;  V: animal species, (a,b) ∈ E iff  a eats b 
   

  6. Gene regulation network; V: genes and enzymes,  
      E: activation / inhibition relations between them. 



 
 

 
 
 



Special forms of graphs: 
 

 
 

 
 
Linear lists are important data structures. 
 
Senseful operations for lists: 
• append an element (at the end of the list) 
• remove an element (from the end) 
• insert an element 
• delete an element (from an arbitrary position) 
• concatenate two lists 
• count the number of elements 
• revert the order of the elements 

... 
 
 
 



 
 

 
 
Trees are also important data structures. 
Examples: 
- decision trees (make a decision in each interior node!) 
- space partitioning trees 
- phylogenetic trees 
- hierachical clustering of data (according to similarity) 
- hierarchy of directories and files 
... 



 
 

 
 
 



 
 
 

 
 

    
 
 



 
 

 
 
 



 
 
 

 
 
 
 
 
 
 
 
 
 
 



8.5  Image processing 
 
Images in computer graphics: 
usually large rectangular matrices  
of grey values (integers) or colour specifications (con-
sisting usually of 3 integer values). 
 

 
 

Basic tasks in the processing of images by computers: 
• removal of "noise", smoothening 
• edge detection 
• segmentation (to distinguish objects from background 

and from each other) 
• feature extraction (e.g., size of objects) 
• classification and pattern recognition 

 
Simple algorithm for smoothening a (greyscale) image: 
Calculate the mean value for a block of pixels, use this 
value as the new grey value for the central pixel 
iterate this for all pixels 
 

 



mathematically: "convolution" of the image matrix with a 
(small) matrix of weights 
 
  original image                     convoluted images 
            ↓ 

 
 
                              These are examples of linear filters. 
 
Better suited for removal of erroneous pixels ("noise") is 
a nonlinear filter, the median filter: 
 
First sort the entries in a window, then take the middle 
value as the new pixel value. Iterate this for all positions. 

 

sort 



Application of the median filter (window lengths 3, 5, 7): 
original images ↓ 

 
 
Edge detection: 
where is a large difference between neighbour pixels? 
 
Use linear filters again: 
 
Roberts filter  

  
"edge image": add the absolute values of the results of 
the convolutions with both matrices 

 edge image 

 



other edge detection filter: 
Sobel filter 

 
 
 
Next steps: 
• thinning the edges 
• closing them to make contours 
• approximation of contours by line segments or spline 

curves 
→ segmentation by contours 
 
Alternative: Region-based segmentation 
 
Region growing (floodfill algorithm): 
• set a start pixel in the interior of the region 
• inspect all neighbour pixels if they have the same (or 

a very similar) colour 
• if so, mark them as belonging to the region 
• continue until no neighbour pixels remain 
• do the same for other regions 

 
 

Feature extraction 
Typical features of regions / objects in images: 
• area A 
• longest diameter 
• circumference c 
• form factor (c2/4πA)  – is 1 for a circle 
• center of gravity 
• average grey value ... 



Pattern recognition 
 
Simple method:  
using the statistical parameter "correlation coefficient" 
 

 
insert for xi the pixel grey values of the picture and for yi 
those of the pattern 
 
 
Example: Search for the pattern "6" in an image 
 

 
   given image              correlation coeff.     clusters of corr.coeff. 
and given pattern    for all possible positions 
(upper left corner)          of the pattern 
 
 
Problem:  
The calculation of all the correlation coefficients costs 
much time 
 

- make first segmentation of the picture to distinguish the 
characters from the background, then restrict search to 
the positions of the characters 
- use other measures of similarity ... 
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